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The sound-source localization provided by a crosstalk cancellation (CTC) system depends on the

head-related transfer functions (HRTFs) used for the CTC filter calculation. In this study, the

horizontal- and sagittal-plane localization performance was investigated in humans listening to

individualized matched, individualized but mismatched, and non-individualized CTC systems. The

systems were simulated via headphones in a binaural virtual environment with two virtual

loudspeakers spatialized in front of the listener. The individualized mismatched system was based

on two different sets of listener-individual HRTFs. Both sets provided similar binaural localization

performance in terms of quadrant, polar, and lateral errors. The individualized matched systems

provided performance similar to that from the binaural listening. For the individualized mismatched

systems, the performance deteriorated, and for the non-individualized mismatched systems (based

on HRTFs from other listeners), the performance deteriorated even more. The direction-dependent

analysis showed that mismatch and lack of individualization yielded a substantially degraded

performance for targets placed outside of the loudspeaker span and behind the listeners, showing

relevance of individualized CTC systems for those targets. Further, channel separation was

calculated for different frequency ranges and is discussed in the light of its use as a predictor for the

localization performance provided by a CTC system. VC 2013 Acoustical Society of America.

[http://dx.doi.org/10.1121/1.4792355]
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I. INTRODUCTION

Sound localization is an important task for determining

the direction of a sound or segregating individual sound sour-

ces in complex sound environments. While binaural dispar-

ities like interaural time and level differences (ITDs and

ILDs) play an important role for sound localization in the hor-

izontal plane (Macpherson and Middlebrooks, 2002), monau-

ral spectral cues are known to determine the perceived sound-

source position in the sagittal planes (top/down, front/back;

Blauert, 1969/70). In particular, spectral cues up to 16 kHz are

required for accurate sound localization in sagittal planes

(e.g., Carlile and Pralong, 1994; Wightman and Kistler,

1997a; Langendijk and Bronkhorst, 2002; Best et al., 2005).

The spectral encoding of the spatial cues—a result of the

direction-dependent filtering of the pinna, head, and torso—is

described by the head-related transfer functions (HRTFs;

Wightman and Kistler, 1989a) or, in particular, by their direc-

tional components, the directional transfer functions (DTFs;

Middlebrooks, 1999). A monophonic signal filtered by a

HRTF or DTF for a particular spatial position results in a

binaural signal, which when presented to a listener via

headphones, creates the impression of a virtual sound source.

When loudspeakers are used for the reproduction of a

binaural signal (Bauer, 1961; Atal et al., 1966), the propaga-

tion paths from the loudspeakers and the listener’s ears suffer

from crosstalk between the two ears (see Fig. 1). A set of

crosstalk cancellation (CTC) filters can be used to compen-

sate for the crosstalk. By processing the binaural signal, CTC

filters generate “transaural” signals which drive the loud-

speakers. The CTC filters are calculated based on the acoustic

transfer functions between loudspeakers and listener’s ears,

i.e., the HRTFs. In a matched CTC system, exactly the same

HRTFs are used for the filter calculation and the listening sit-

uation. The matched CTC system provides optimal cancella-

tion and thus a good system performance is assumed

(Akeroyd et al., 2007). In a mismatched CTC system, the

HRTFs do not exactly match the CTC filters and the perform-

ance is assumed to degrade. The actual localization perform-

ance of a CTC system has already been investigated in the

horizontal plane (Gardner, 1997; Takeuchi et al., 2001; Bai

and Lee, 2006; Lentz, 2006). Furthermore, Takeuchi and Nel-

son (2002) collected data on localization in both horizontal

and sagittal planes for mismatched non-individualized CTC

systems. However, little is known about the localization per-

formance in horizontal and sagittal planes provided by both

matched and mismatched CTC systems related to the actual

binaural listener-individual localization performance.

HRTFs are listener dependent (Wightman and Kistler,

1989b; Wenzel et al., 1993; M�ller et al., 1995); Akeroyd

et al. (2007) used, thus, HRTFs from other listeners to create

mismatched CTC systems and compared their numeric per-

formance to the matched CTC systems. In a simulation of
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binaural processing, they showed disrupted ITDs and ILDs

for the mismatched CTC systems. Based on their simulation

results, they concluded that the mismatched system will

probably yield a degraded localization performance, particu-

larly for lateral directions.

Even though Akeroyd et al. (2007) used listener-

individual HRTFs to create a matched CTC system, the

listener-individual HRTFs do not, however, always yield a

matched CTC system. For example, if the HRTF measure-

ment is repeated for the same listener, the HRTF set will still

be considered as listener-individual, but, acoustic properties

of the HRTFs might slightly change, causing a mismatch to

the CTC filters. This is actually a common situation even in

individualized CTC systems, where the propagation paths

change between the HRTF measurements and the actual use

of the CTC system.

Thus, the aim of our study was to investigate two-

dimensional human localization performance in CTC sys-

tems with a special focus on individualized matched,

individualized but mismatched, and non-individualized CTC

systems. The individualized but mismatched CTC systems

used a second HRTF measurement of the same listeners. The

non-individualized CTC systems used HRTFs from a man-

nequin and other listeners. Also, the baseline performance

was acquired for binaural sound presentation without any

CTC filtering.

Channel separation [(CS), see Sec. II H] is commonly

used to describe the quality of a CTC system (Gardner,

1997; Bai and Lee, 2006). Akeroyd et al. (2007) showed

much smaller channel separations in mismatched CTC sys-

tems compared to matched CTC systems. Recently, Parodi

and Rubak (2011b) investigated the minimum audible chan-

nel separation in an artificial CTC system. However, it is still

not clear how the channel separation is related to the local-

ization performance. Thus, in this study, we also compared

the channel separation to the sound-localization performance

in CTC systems, investigating its use as a predictor for the

localization performance. The channel separation, being a

frequency-dependent measure, is usually averaged over a

frequency range in order to describe a CTC system by a sin-

gle value. Keeping in mind that different frequency regions

contribute differently to the sound localization in the hori-

zontal and sagittal planes, we investigated how channel sepa-

ration calculated in specific frequency regions describes the

different aspects of the sound localization.

Current CTC systems usually suffer from various tech-

nical limitations. For example, the cancellation crucially

depends on the listener’s alignment within the loudspeaker

setup (Takeuchi et al., 2001) and artifacts due to an asym-

metric listener alignment might be even more prominent

than those resulting from mismatched CTC filters (Rose

et al., 2002). While in real-time reproduction systems, this

issue can be tackled by tracking the listener position, for

static systems, special loudspeakers or loudspeaker combina-

tions are required to increase the area of the sweet spot

(Takeuchi and Nelson, 2002). Also the loudspeakers, usually

simulated as point sources, have a non-ideal transfer function

and directionality, which has a strong effect on the quality of

the CTC systems (Qiu et al., 2009). Further potential factors

affecting the cancellation are spontaneous head movements

and room reflections.

Our study aimed to control all those issues in order to

focus on the effect of the mismatch. Issues like listener’s

misalignment, loudspeaker transfer function and directivity,

spontaneous movements, and room effects were controlled

by using a binaural simulation for the tests of the localization

performance. In the binaural simulation of the CTC system,

the stimulus was presented via headphones and listener-

individual HRTFs were used to simulate the propagation

paths between loudspeakers and the listener. Thus, our sys-

tem consisted of three different filter stages: (i) listener-

individual DTFs, used to create an acoustic target; (ii) CTC

filters, used to create the transaural signals for the virtual

loudspeakers, and; (iii) listener-individual HRTFs, used to

simulate the virtual loudspeakers. In such a setup the loud-

speaker effects reduce to that of the HRTF measurement.

Also, the listeners’ head is virtually fixed at exactly the same

position within the sweet spot.

II. METHODS

A. Subjects

Eight listeners participated in this study, all of them hav-

ing absolute hearing thresholds within the 20-dB range of

the average normal-hearing population in the frequency

range between 0.125 and 12.5 kHz. All listeners showed

front-back confusion rates below 20% in pre-experiments

with their own broadband DTFs. The study was performed

as a blind experiment, i.e., none of the listeners were the

authors and the listeners were not enlightened as to the na-

ture of the experiment.

FIG. 1. Schematic representation of a binaural reproduction system via

loudspeakers, i.e., CTC system. The CTC filters are shown in the upper part

of the figure and acoustic paths are shown in the lower part. The solid and

dashed lines show the direct and the crosstalk paths, respectively.
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B. CTC reproduction system

Figure 1 shows the setup of our CTC reproduction sys-

tem, which is based on that from Bauck and Cooper (1996).

Considering the system in the frequency domain, the incom-

ing signals at the eardrums eL and eR are given by

eL ¼ HLLðCLLsL þ CRLsRÞ þ HRLðCLRsL þ CRRsRÞ;
eR ¼ HLRðCLLsL þ CRLsRÞ þ HRRðCLRsL þ CRRsRÞ;

(1)

which, written in a matrix form, corresponds to

eL

eR

� �
¼ HLL HRL

HLR HRR

� �
� CLL CRL

CLR CRR

� �
� sL

sR

� �
(2)

or

e ¼ H � C � s; (3)

where elements of e are the signals at the listener’s ears,

elements of H describe the acoustic propagation paths from

a loudspeaker to an ear given by the corresponding HRTFs,

elements of C are the CTC filters, and s is the binaural signal

to be presented.

In a theoretical CTC system, the CTC matrix is the

inverse of the HRTFs matrix. Thus, Eq. (3) reduces to e¼ s,

and the binaural signal s can be presented to the listener.

Unfortunately, H is not always well-conditioned; its inver-

sion might yield an ill-posed problem, in which case CTC

filters may produce very high gains. The usual method to ap-

proximate the inverse of H is the Moore-Penrose pseudoin-

verse combined with the Tikhonov regularization (Kirkeby

et al., 1998)

C ¼ ðH�H1bIÞ�1H�; (4)

where H* is the conjugate transpose of H, b is the regulari-

zation parameter, and I is the identity matrix. Note that for

b¼ 0, Eq. (4) is the ideal linear least-squares approximation

of H�1, and for b 6¼ 0, Eq. (4) imposes a gain limitation to

the resulting CTC filter.

C. HRTF measurements

HRTFs were measured individually for each listener.

Twenty-two loudspeakers (custom-made boxes with 10

BGS, VIFA as drivers) were mounted on a vertical circular

arc at fixed elevations from �30� to 80�, with a 10� spacing

between 70� and 80�, and 5� spacing elsewhere. The listener

was seated in the center point of the circular arc on a

computer-controlled rotating chair. The distance between the

center point and each speaker was 1.2 m. Microphones (KE-

4-211-2, Sennheiser) were inserted into the listener’s ear

canals and their output signals were directly recorded via

amplifiers (FP-MP1, RDL) by the digital audio interface.

For the spatial setup and system identification, we used

the same procedure as in Majdak et al. (2010). A 1729-ms ex-

ponential frequency sweep from 0.05 to 20 kHz was used to

measure each HRTF. To speed up the measurements, for each

azimuth, the multiple exponential sweep method was used

(Majdak et al., 2007). At an elevation of 0�, the HRTFs were

measured with a horizontal spacing of 2.5� within the range

of 645� and with the horizontal spacing of 5� otherwise.

With this rule, the measurement positions for other elevations

were distributed with a constant spatial angle, i.e., the azi-

muthal spacing increased toward the poles. In total, HRTFs

for 1550 positions within the full 360� horizontal span were

measured for each listener. The measurement procedure lasted

for �20 min. The acoustic influence of the equipment was

removed by equalizing the HRTFs with the transfer functions

of the equipment. The equipment transfer functions were

derived from the reference measurements in which the micro-

phones were placed at the center point of the circular arc and

the measurements were performed for all loudspeakers.

The DTFs were calculated (Middlebrooks, 1999). The

magnitude of the common transfer function (CTF) was cal-

culated by averaging the log-amplitude spectra of all HRTFs

for each individual listener. The phase spectrum of the CTF

was set to the minimum phase corresponding to the ampli-

tude spectrum. The DTFs were the result of filtering HRTFs

with the inverse complex CTF. Finally, the impulse

responses of all HRTFs and DTFs were windowed with an

asymmetric Tukey window (fade in of 0.5 ms and fade out of

1 ms) to a 5.33-ms duration.

Two sets of HRTFs were measured for each listener.1

The first measurements were performed for a previous study

and the second measurements were performed for the pres-

ent study. The interval between the two measurements was

approximately 5 years.

D. Acoustic targets

Lateral and polar angles from the horizontal-polar coor-

dinate system (see Fig. 2) were used to describe the acoustic

target’s position (Morimoto and Aokata, 1984). The tested

lateral angle ranged from �90� (right) to 90� (left). The po-

lar angle of the targets ranged from �30� (front, below eye-

level) to 210� (rear, below eye-level). The targets were

pseudo-uniformly distributed on the surface of the sphere by

FIG. 2. (Color online) The coordinate system for the acoustic targets used in

the localization experiments.
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using a uniform distribution for the polar angle and an

arcsine-scaled uniform distribution for the lateral angle.

The acoustic targets were Gaussian white noises with a

duration of 500 ms and 10-ms fade-in and fade-out, filtered

with the listener-specific DTFs. Prior to filtering, the position

of the acoustic target was discretized to the grid of the avail-

able DTFs.

The level of the presented stimuli was 50 dB above the

individual absolute hearing threshold in each condition. The

threshold was estimated in a manual up-down procedure

individually for each condition using an acoustic target posi-

tioned at azimuth and elevation of 0�. In the experiments,

the stimulus level for each presentation was randomly roved

within the range of 65 dB to reduce the possibility of local-

izing spatial positions based on overall level.

E. Binaural CTC simulation

In the tested CTC conditions (see Sec. II G), the acoustic

targets were processed with a binaural CTC simulation. The

simulation was used to guarantee that subjects were always

in the sweet-spot and to fully control the correspondence

between the acoustic paths and CTC filters.

The CTC filters were calculated for a pair of virtual loud-

speakers with one loudspeaker placed at 45� left and a second

loudspeaker placed at 45� right to the listener. Thus, the loud-

speaker span angle was 90�. The CTC filters were calculated

for frequencies up to 16 kHz in order to provide all relevant

spectral cues for accurate sound localization. The propagation

paths from the loudspeakers to the listener’s ears are described

by so-called “setup HRTFs.” The corresponding impulse

responses were zero padded to 85.33 ms.2 The CTC filters

were calculated in the frequency domain according to Eq. (4)

with b¼ 0.005 for each frequency.3 Note that the effect of the

regularization parameter depends on the overall level of the

HRTFs. In order to use the same regularization parameter for

all HRTF sets, the level of each HRTF was divided by the

root-mean-square (RMS) level calculated for all directions in

a HRTF set, yielding the same average level across all HRTF

sets. Then, the CTC filters were calculated according to

Eq. (4), converted back to the time domain, and circularly

shifted by 3.125 ms to avoid non-causality.

Finally, the impulse responses where windowed with a

one-sided Tukey window with a fade out of 18.6 ms at their

end. These CTC filters were used in the experiments, i.e., the

transaural signals were calculated by processing the acoustic

target with the CTC network according to Eq. (1). Then, the

transmission of the transaural signals from the loudspeakers

to the listener’s ears was simulated by filtering the transaural

signals with the listener-individual HRTFs, so-called

“playback HRTFs.” Note that listener-individual HRTFs

were used for the playback HRTFs in all conditions—only

the setup HRTFs were varied in this study. All the signal

processing was done in MATLAB (Mathworks) with the

ITA-Toolbox4 at the sampling rate of 48 kHz.

F. Apparatus and procedure

The virtual acoustic stimuli were presented via head-

phones (HD 580, Sennheiser) in a double-wall sound-proof

room. The headphones were diffuse-field-compensated cir-

cumaural headphones and no additional headphone correc-

tion was applied. The listener stood on a platform enclosed

by a circular railing. Stimuli were generated using a com-

puter and output via a digital audio interface (ADI-8, RME)

with a 48-kHz sampling rate. A virtual visual environment

was presented via a head-mounted display (3-Scope,

Trivisio). It provided two screens with a field of view of

32� � 24� (horizontal � vertical dimensions). The virtual

visual environment was presented binocularly with the same

picture for both eyes. A tracking sensor (Flock of Birds,

Ascension) was mounted on the top of the listeners’ head,

which captured the position and orientation of the head in

real time. A second tracking sensor was mounted on a man-

ual pointer. The tracking data were used for the three-

dimensional graphic rendering and response acquisition.

The listeners were immersed in a spherical virtual visual

environment (Majdak et al., 2010). They held a pointer in

their right hand. The projection of the pointer direction on

the sphere’s surface, calculated based on the position and

orientation of the tracker sensors, was visualized and

recorded as the perceived target position. The pointer was

visualized whenever it was in the listeners’ field of view.

Prior to the tests, listeners performed a visual and an

acoustic training. The goal of the visual training was to train

subjects to perform accurately within the virtual environ-

ment. The visual training was a simplified game in the first-

person perspective where listeners had to find a visual target,

point at it, and click a button within a limited time period.

This training was continued until 95% of the targets were

found with a RMS angular error in the range of 2�. This per-

formance was reached within a few hundred trials. Then the

acoustic training was performed with listener-individual

DTF (Majdak et al., 2010). The goal of the acoustic training

was to settle a stable localization performance of the sub-

jects. The acoustic training consisted of 6 blocks, 50 acoustic

targets each, lasting for �2 h.

In the actual acoustic tests, at the beginning of each trial,

the listeners were asked to align themselves with the refer-

ence position and click a button. Then, the stimulus was pre-

sented. During the presentation, the listeners were instructed

not to move. The listeners were asked to point to the per-

ceived stimulus location and click the button again. This

response was recorded for the data analysis. The tests were

performed in blocks; each block consisted of 100 acoustic

targets and lasted for �15 min. Within a block, the targets

were sampled randomly with replacement from the 1550

possible spatial positions. After each block, subjects had a

break of �15 min. The procedure was controlled by

LocaCTC from the ExpSuite.5

G. Conditions

Eight conditions were tested in three blocks each. The

order of the blocks was randomized in such a way that

within eight blocks all conditions were in a randomized

order.

The first two conditions consisted of pure acoustic tar-

gets, i.e., binaural signals without the CTC simulation. The
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former, binOwn, used the same DTFs as those used for the

acoustic training while the latter, binOwnB, used DTFs from

the latter HRTF measurement.

In the individual matched CTC condition, ctcOwn, the

acoustic targets were presented via the simulated CTC sys-

tem using the same setup and playback HRTFs, namely the

listener-individual HRTFs from the condition binOwn.6 The

condition ctcOwn corresponds to the matched case from

Akeroyd et al. (2007) and represents an ideal individualized
CTC system, where the CTC filters match exactly the acous-

tic paths between the loudspeakers and the listener.

In the individual but mismatched CTC condition,

ctcOwnB, the playback HRTFs were the same as in the

matched CTC condition, but the setup HRTFs were those

from the latter measurement and corresponded to those used

for the condition binOwnB. The condition ctcOwnB repre-

sents a realistic individualized CTC system, where for the

calculation of the CTC filters the listener-individual HRTFs

have been measured, but during the signal presentation the

acoustic propagation paths do not exactly match these meas-

ured HRTFs. In particular, distortions of the spectral cues

were expected at high frequencies where (because of the

small wavelength) small changes in the measurement setup

have a potentially large impact on the measured HRTFs.

Thus, from an acoustic point of view, this condition is

clearly a mismatched condition.

The last CTC conditions were non-individual mis-

matched conditions, i.e., the setup HRTFs were those from

other sources, while the playback HRTFs did not change. In

the condition ctcKemar, the setup HRTFs were those from

measurements on a mannequin (Gardner and Martin, 1995).

Note that in contrast to all other HRTFs in our study, these

HRTFs were measured using microphones included in an ear

simulator, yielding a HRTF set containing the direction inde-

pendent ear-canal transfer function. In the remaining non-

individual conditions, the setup HRTFs were those from

other listeners, namely, NH57, NH64, and NH68. These par-

ticular listeners were also tested with setup HRTFs from

NH12 in order to obtain the same number of tested condi-

tions for each listener. We refer to those conditions as

ctcNH57, ctcNH64, ctcNH68, and ctcNH12. For the sake of

simplicity, all non-individual conditions are referred to as

ctcOther.

H. Channel separation

In the ideal CTC system, one would be able to present

the binaural signal s ¼ 1

0

� �
without any artifacts, namely,

e ¼ 1

0

� �
for all frequencies. For realistic CTC systems,

this assumption is not achieved, i.e., e 6¼ 1

0

� �
. CS has

been proposed to describe the quality of such systems

(Gardner, 1997) and has been defined as the logarithmic

difference between the signals at the two ears (Bai and

Lee, 2006). With s ¼ 1

0

� �
, Eq. (1) reduces to

eL ¼ HLLCLL1HRLCLR;

eR ¼ HLRCLL1HRRCLR:
(5)

Thus, for the left ear, the CS is

CSL ¼ 20 log10

jHLLCLL þ HRLCLRj
jHLRCLL þ HRRCLRj

� �
: (6)

The same applies for the right ear. Note that with our defini-

tion, a larger CS suggests a better CTC system, which fol-

lows Akeroyd et al. (2007) and Qiu et al. (2009), but is

contrary to Parodi and Rubak (2010), and Bai and Lee

(2006). Note also that the CS is given for each frequency

separately and, in order to obtain a single-valued metric for a

CTC system, the CS is usually averaged over a frequency

range (Bai and Lee, 2006; Akeroyd et al., 2007).

Without the CTC filters, i.e., C¼ I, the CS for the left

ear would be

ĈSL ¼ 20 log10

jHLLj
jHLRj

� �
: (7)

The same definition applies for the right ear. ĈS represents

the natural CS caused by the head shadow, and it is equiva-

lent to that obtained with a simple stereophonic reproduction

system. Hence, not only CS, but also ĈS directly depends on

the particular loudspeaker position, it is frequency depend-

ent, and it has its maximum (approximately 30 dB) at higher

frequencies (Blauert, 1997). In a well-designed realistic

CTC, based on Eq. (4) with b 6¼ 0, the CS should be substan-

tially larger than ĈS.

III. RESULTS AND DISCUSSION

A. Spectral features

In the top panels, Fig. 3 shows the left-ear DTFs of an

exemplary listener (NH64) for the conditions binOwn and

binOwnB as amplitude spectra for the median plane. The

spectral peaks and notches, i.e., the spectral features

assumed to be relevant for sagittal-plane localization

(Wightman and Kistler, 1997b; Macpherson and Middle-

brooks, 2002) are well-represented in both conditions. The

differences between the two conditions are, however, clearly

evident. For example, the notch beginning at 9 kHz and

�30� and extending to 10 kHz and þ30� (type 1 in

Takemoto et al., 2012) seems to be more pronounced in

binOwn than in binOwnB. On the other hand, the notch

extending from 11 to 13 kHz at the upper rear directions

(type 3 in Takemoto et al., 2012) seems to be more pro-

nounced in binOwnB than in binOwn. The differences

between the both DTF sets can be attributed to small differ-

ences in details of the HRTF measurement like the insertion

depth of the microphones or the head position. Both DTF

sets, however, seem to provide similar spectral localization

cues, as indicated by the similar localization performance (as

discussed in Sec. III B).

In the bottom panels, Fig. 3 shows the “CTC DTFs” for

the conditions ctcOwn and ctcOwnB. The CTC DTFs

describe the total filtering performed by our setup in order to
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position a virtual sound source at a given angle in a CTC

condition. Each CTC DTF contains the filtering by the

listener-individual DTF for a given angle, the CTC filtering

according to Eq. (3), and the simulation of the propagation

paths.

The CTC DTFs for the condition ctcOwn are shown in

the bottom left panel of Fig. 3. Recall that ctcOwn uses

binOwn for both the CTC filtering and simulation of the

propagation paths and represents the matched CTC system.

Thus, ideally, the bottom left panel should be identical to the

top left panel. Indeed, the spectral features appear to be simi-

lar between ctcOwn and binOwn. The small differences can

be attributed to the regularization in the calculation of the

CTC filters.

The condition ctcOwnB is shown in the bottom right

panel of Fig. 3. Recall that ctcOwnB represents a mismatched

CTC system and thus, artifacts are expected. Indeed, for the

rear directions, drastic artifacts can be observed, especially in

the frequency range above 9 kHz. Even though fewer artifacts

can be observed for the front directions, the spectral features

appear to be generally smeared across frequencies and direc-

tions. Such artifacts are reasonable considering the differences

between the two DTF sets.

B. Localization performance

1. General

Figures 4 and 5 show results of the localization experi-

ment for an exemplary listener (NH64). The target and

response angles are shown on the horizontal and vertical

axes, respectively, of each panel. For the polar dimension,

the results are shown for targets with lateral angles within

630� only. Responses that resulted in absolute polar errors

larger than 90� are plotted as filled circles. All other

responses are plotted as open squares. The performance

seems to be similar for both binaural conditions and the dif-

ferences to the ctcOwn condition seem to be negligible. A

generally degraded performance can be observed for

ctcOwnB and also for all other mismatched conditions.

Localization errors were calculated by subtracting the

target angles from the response angles. The lateral error (LE)

was the RMS of the localization error in the lateral dimen-

sion. In the polar dimension, we separated our data analysis

in confusions between the hemifields and the local perform-

ance within the correct hemifield. Only responses within the

lateral range of 630� were considered (Middlebrooks,

1999). The rate of confusions was represented by the quad-

rant error (QE), which is the percentage of responses where

FIG. 3. (Color online) Top panels: Left-

ear DTFs of an exemplary listener

(NH64) shown as amplitude spectra for

the median plane. Polar angles of 0� and

180� encode the position at the eye level

in front and back, respectively. The color

encodes the relative magnitude in dB.

The panels binOwn (top left panel) and

binOwnB (top right panel) correspond to

the binaural conditions. Bottom panels:

Left-ear CTC DTFs (see Sec. III A) with

other details as in the top panels. The con-

ditions ctcOwn (bottom left panel) and

ctcOwnB (bottom right panel) correspond

to the individualized matched and mis-

matched CTC conditions, respectively.

FIG. 4. Localization results of an exemplary listener (NH64) for the binaural

conditions. Lateral results are plotted in the smaller panels, the polar results

in the larger panels. Polar results outside the lateral range of 630� are not

shown. Filled circles: Responses with errors outside the 690� range. CC:

Correlation coefficient between responses and targets.
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the absolute polar error exceeded 90� (Middlebrooks, 1999).

In order to quantify the local performance in the polar

dimension, the local polar RMS error (PE) was calculated,

i.e., the RMS of the polar errors calculated for the responses

with the absolute polar error smaller than 90�.
The results described by the error metrics QE, PE, and

LE are shown in Tables I, II, and III, respectively. In both

binaural conditions, the group average performance was

within the range of previously reported performance for

localization of virtual broadband noises under comparable

conditions. For the sagittal planes, the average QE of 8.6%

(for binOwn, 7.1% for binOwnB) was similar to QE of 7.7%

from Middlebrooks (1999) and QE of 9.4% from Goupell

et al. (2010). Also, the average PE of 31.0� (31.6� for

binOwnB) was similar to PE of 28.7� from Middlebrooks

(1999) and PE of 33.8� from Goupell et al. (2010). For the

horizontal planes, the average LE of 10.7� (10.4� for

binOwnB) was similar to LE of 14.5� from Middlebrooks

(1999) and LE of 12.4� from Majdak et al. (2010) (reported

in Majdak et al., 2011).

Repeated-measures (RM) analyses of variance

(ANOVA) were used for the statistical analysis of the

results. Each of the three tested blocks was treated as within-

subject repetition. For the binaural conditions, RM ANOVAs

were calculated on the LE, PE, and QE with the factor condi-

tion at two levels (binOwn, binOwnB). The analyses showed

neither significant effect for the QE (p¼ 0.44), nor for PE

(p¼ 0.68), nor for LE (p¼ 0.38). This indicates that despite

five years of interruption between the two HRTFs measure-

ments, both HRTF sets provided localization performance at

a similar level.

2. Individualized CTC systems

In order to investigate the performance in individualized

CTC systems, RM ANOVAs with the factor condition at

four levels (binOwn, binOwnB, ctcOwn, and ctcOwnB) was

performed. The results were significant for the QE

(p¼ 0.005) and the LE (p< 0.001), but not the PE

(p¼ 0.20). Tukey-Kramer post hoc tests were used to test

the statistical significance of particular levels. The signifi-

cance was considered at p< 0.05. Post hoc tests showed that

only the ctcOwnB condition yielded significantly larger QE

and LE compared to all other conditions. Note that even

though for PE the differences were not significant, the PE

was larger for ctcOwnB (34.2�) than for ctcOwn (31.8�) or

the binaural conditions (31.0� and 31.6�).
The lack of significance in the differences between the

ideal CTC and binaural systems indicates that our ideal CTC

system provided localization performance at the level of the

binaural reproduction systems. In a realistic application of

the individualized CTC, this situation is, however, unachiev-

able because the propagation paths would (slightly) change

as soon as a listener leaves the HRTF measurement setup

and enters the CTC system. In our study, such a situation

was represented by the condition ctcOwnB where individual

HRTFs from the latter measurement were used to calculate

CTC filters. The performance in such a realistic CTC system

was worse than that in an ideal CTC system in terms of
FIG. 5. Localization results of an exemplary listener (NH64) for the CTC

conditions. Other details as per Fig. 4.
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significantly larger QEs and LEs. Note that in ctcOwnB, not

only the average performance degraded, but also the var-

iance across our listeners increased. Since the degree of mis-

match depends on the differences in the two DTF sets,

namely binOwn and binOwnB, the increased variance in the

performance arises from the variance in the two DTF sets.

There are many sources for such differences in the measure-

ments: insertion depth of the microphones, positioning of the

head, or even aging of our listeners. While we are not able to

rule out any of these factors, our results demonstrate that a

mismatch between the playback and setup HRTFs results in

a degraded localization performance in a CTC system, even

when both HRTFs provide a similar performance in a binau-

ral system.

Compared to ctcOwnB, the ctcOwn condition yielded a

better performance in the horizontal plane. This result con-

firms the results for modeling interaural differences in

matched and mismatched CTC systems (Akeroyd et al.,
2007), where for mismatched CTC systems, the model pre-

dicted large ITD and ILD errors. Looking more closely at

their results, it seems like the errors are large for large inter-

aural differences only (compare Fig. 10 of Akeroyd et al.,
2007). For smaller interaural differences, the errors seem to

be negligible, which would suggest a correct reproduction of

central targets. In order to investigate this issue, the targets

were grouped to those within (central) and those outside (lat-

eral) the loudspeaker span, and the LEs were calculated as a

function of the target lateral angle (Fig. 6). While in the

ctcOwnB condition the performance seems to slightly

degraded for the central targets, the performance appears to

be much worse for the lateral targets. An RM ANOVA was

performed on the LEs for the factors target direction (central,

lateral) and condition (ctcOwn, ctcOwnB). Both main effects

(p< 0.001) and their interaction (p¼ 0.048) were significant.

The significant interaction suggests a different impact of the

condition for the two target directions. The post hoc test

showed that the only significant difference was that for the

lateral targets tested with ctcOwnB (17.2�) when compared

to the lateral targets tested with ctcOwn (12.5�) or the central

targets (11.5� for ctcOwnB and 9.7� for ctcOwn).

Thus, for targets placed outside the loudspeaker span,

the mismatch significantly affects the lateral localization per-

formance, and for targets placed inside the span, the mis-

matched CTC system may yield a similar performance as the

matched CTC system. This seems to confirm our observa-

tions in the details of binaural modeling in Akeroyd et al.
(2007). It further suggests a correspondence between central

targets in a mismatched CTC system and phantom sources in

a stereophonic reproduction system.

Targets placed at elevations near the loudspeakers may

also correspond to a phantom source stereophonic reproduc-

tion. If such targets were well-localized in sagittal planes

even in a mismatched CTC system, then the difference

between ctcOwn and ctcOwnB would depend on the target

polar angle, with a larger difference in the performance for

targets placed behind the listener. Figure 7 shows the QEs as

a function of the polar angle, with targets grouped to four

groups with a polar angle span of 60�. The QE seems to

TABLE I. Quadrant errors, QEs, in % for all listeners and conditions tested. The condition ctcOther represents the median of the non-individual conditions.

Averages and standard deviations are across the listeners.

Condition NH12 NH14 NH15 NH57 NH62 NH64 NH68 NH72 Average 6 standard deviation

binOwn 3.3 5.3 7.4 25.4 5.9 2.7 6.3 12.5 8.6 6 7.4

binOwnB 1.7 5.2 1.5 17.5 2.8 6.1 13.3 9.1 7.1 6 5.8

ctcOwn 4.2 7.4 6.8 15.2 6.7 1.4 13.5 8.9 8.0 6 4.5

ctcOwnB 0.6 6.3 5.0 33.0 4.0 11.0 32.3 16.7 13.6 6 12.7

ctcOther 6.3 9.7 16.3 25.8 10.0 13.2 33.2 20.7 16.9 6 9.1

ctcKemar 2.0 7.8 10.1 23.1 5.4 12.2 36.6 5.1 12.8 6 11.6

ctcNH57 10.6 11.5 14.2 — 11.8 4.4 36.6 23.9 16.1 6 10.7

ctcNH64 0.0 4.4 18.5 28.3 10.8 — 29.8 23.2 16.4 6 11.6

ctcNH68 21.9 12.1 27.1 23.3 9.1 23.1 — 18.3 19.3 6 6.5

ctcNH12 — — — 28.3 — 14.2 25.3 — 22.6 6 7.4

TABLE II. Local polar errors, PEs, in degrees for all listeners and conditions tested. Other details as per Table I.

Condition NH12 NH14 NH15 NH57 NH62 NH64 NH68 NH72 Average 6 standard deviation

binOwn 28.3 26.5 30.5 37.0 27.0 28.5 31.1 38.9 31.0 6 4.6

binOwnB 25.0 30.1 31.2 35.6 26.6 34.8 34.2 35.5 31.6 6 4.1

ctcOwn 26.7 25.8 36.2 33.9 35.0 32.0 26.7 38.4 31.8 6 4.8

ctcOwnB 26.8 35.6 32.2 36.7 29.0 32.0 41.2 39.8 34.2 6 5.1

ctcOther 35.4 31.9 40.1 39.4 34.1 33.7 37.4 41.5 36.7 6 3.5

ctcKemar 35.2 26.0 39.9 33.7 35.2 31.3 40.6 36.8 34.8 6 4.7

ctcNH57 35.5 31.4 40.4 — 34.4 33.5 42.9 42.7 37.2 6 4.7

ctcNH64 26.1 32.3 36.0 42.2 31.3 — 32.3 43.6 34.8 6 6.2

ctcNH68 36.8 32.8 41.1 38.2 33.7 33.9 — 40.4 36.7 6 3.4

ctcNH12 — — — 40.6 — 38.0 34.2 — 37.6 6 3.2
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increase with the polar distance between the targets and the

loudspeaker elevation. An RM ANOVA was performed with

factors target hemifield (frontal targets: 0�, rear targets:

180�) and condition (ctcOwn, ctcOwnB). The main factors

(p< 0.018 for both) and their interaction (p¼ 0.023) were

significant. The significant interaction suggests a different

impact of the conditions in the two target hemifields. The

post hoc test showed that while for the frontal targets, the

difference between the conditions was not significant (5.5%

for ctcOwn, 5.9% for ctcOwnB), for the rear targets, highly

significantly (p< 0.005) more QEs occurred in the ctcOwnB

(16.8%) than in the ctcOwn (5.7%) condition. This indicates

a strong impact of the mismatch on the localization perform-

ance for the targets placed behind the listener.

In summary, for the targets placed in the same hemi-

sphere as the loudspeakers, the individual but mismatched

condition ctcOwnB yielded a similar sagittal-plane perform-

ance as that for the ideal matched condition ctcOwn. For the

targets placed in the opposite hemisphere as the loud-

speakers, the QE were substantially larger. This indicates

that mismatched but individualized CTC systems are able to

provide a good performance only for the frontal targets. The

exact match of the CTC filters to the propagation paths

seems to be highly relevant for targets virtually placed at the

other hemisphere than the loudspeakers. Our results further

indicate that only an ideal, individualized, matched CTC sys-

tem provides a correct reproduction of the spectral cues

required for accurate sagittal-plane sound localization in

both hemifields.

3. Non-individualized CTC systems

The localization performance in the non-individualized

and thus mismatched CTC systems is usually assumed to be

worse than that in individualized CTC systems (Akeroyd

et al., 2007). However, an individualized CTC system can

also be matched or mismatched, depending on whether an

ideal or a realistic CTC system is under consideration. Thus,

in the following we compare the non-individualized CTC

systems (ctcOther) with both the ideal, thus matched condi-

tion (ctcOwn) and the realistic, but mismatched condition

(ctcOwnB).7

The LE increased from 10.3� (ctcOwn) to 13.0�

(ctcOwnB) but then decreased to 12.6� (ctcOther), indicating

a weak impact of the individualization on the horizontal-

plane localization performance (see Table III). However,

there might have been some differences at particular target

directions. Thus, the targets were grouped to those within

(central) and those outside (lateral) the loudspeaker span and

the LE were calculated as a function of the target lateral

angle (Fig. 6). LE was still similar for all the mismatched

(individual and non-individual) conditions. Thus, for the

horizontal-plane localization, there seems to be no difference

between the two types of mismatched CTC systems and an

individualized CTC system seems to be of no advantage.

The QE increased from 8.0% (ctcOwn) to 13.6%

(ctcOwnB) and then further to 16.9% (ctcOther, see Table I).

Also, the PE increased from 31.8� (ctcOwn) to 34.2�

(ctcOwnB) and then further to 36.7� (ctcOther; see Table II).

The RM ANOVAs were performed with the factor condition

at three levels (ctcOwn, ctcOwnB, and ctcOther) on the QEs

and PEs. The factor condition significantly affected the QEs

(p< 0.001) and the PEs (p¼ 0.019). The post hoc tests

showed that while ctcOther yielded significantly larger errors

compared to ctcOwn, the errors were not significantly differ-

ent when compared to ctcOwnB. On the first sight, this

might indicate that for the sagittal-plane localization the
FIG. 6. LE as a function of the lateral target angle. The vertical bars repre-

sent 61 standard errors.

TABLE III. Lateral errors, LEs, in degrees for all listeners and conditions tested. Other details as per Table I.

Condition NH12 NH14 NH15 NH57 NH62 NH64 NH68 NH72 Average 6 standard deviation

binOwn 8.1 10.1 10.9 16.7 9.7 9.4 10.0 10.7 10.7 6 2.5

binOwnB 8.2 9.6 12.7 13.6 9.9 9.2 9.4 10.6 10.4 6 1.8

ctcOwn 8.0 9.1 11.7 14.0 9.6 8.7 10.4 11.1 10.3 6 1.9

ctcOwnB 10.8 13.4 14.3 15.5 9.5 10.2 11.8 18.2 13.0 6 2.9

ctcOther 11.0 11.3 14.4 15.5 10.9 10.8 13.0 14.0 12.6 6 1.9

ctcKemar 9.8 9.8 14.1 14.8 9.4 11.3 13.7 9.3 11.5 6 2.3

ctcNH57 11.9 8.9 14.8 — 12.8 10.2 13.6 14.4 12.4 6 2.2

ctcNH64 10.0 12.8 13.7 16.2 10.4 — 12.3 13.5 12.7 6 2.1

ctcNH68 13.0 16.2 17.2 17.6 11.4 15.8 — 14.6 15.1 6 2.3

ctcNH12 — — — 14.7 — 10.0 11.4 — 12.0 6 2.4
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performance is independent of the individualization of the

filters. However, differences at particular positions might

have been expected. Thus, the targets were grouped to four

groups with a polar angle span of 60� and the QE and PE

were calculated as a function of the polar angle (Fig. 7). For

ctcOther, the QE increased with the increasing distance

between the targets and the loudspeakers more than it did for

ctcOwnB. An RM ANOVA with factors target hemifield

(frontal targets: �30� to 30�, rear targets: 150� to 210�) and

condition (ctcOwnB and ctcOther) was performed on the

QEs. The main factors condition (p¼ 0.048) and target

hemifield (p< 0.001) were significant but their interaction

was not (p¼ 0.23). For the front targets, the QE was 5.8%

and 8.1% for ctcOwnB and ctcOther, respectively. For the

rear targets, the QE was 16.8% and 26.1% for ctcOwnB and

ctcOther, respectively. While the non-significant interaction

shows that none of the hemifield-condition combinations

was significantly different from the others, the significance

in the factor condition raises evidence that ctcOwnB indeed

yielded a significantly better performance than ctcOther—

when separately analyzed for the two hemifields. The 50%

larger QE in ctcOther for the rear targets further supports this

evidence. Similar situation revealed the RM ANOVA per-

formed on the PEs with factors target hemifield (frontal tar-

gets: �30� to 90�, rear targets: 90� to 210�), condition

(ctcOwnB and ctcOther), and their interaction. The interaction

(p¼ 0.012) was significant and the post hoc test showed that

while for the frontal targets, the difference between the condi-

tions was not significant (32.4� for ctcOther and 33.6� for

ctcOwnB), for the rear targets, significantly (p< 0.01) larger

PE occurred in the ctcOther (40.8�) than in the ctcOwnB

(33.7�) condition. Thus, the individualization of the CTC sys-

tems was able to substantially reduce the PE for rear targets.

The worse localization performance for the rear targets

is consistent with the findings of Takeuchi and Nelson

(2007), who used mismatched non-individualized CTC fil-

ters to compare between a CTC method comparable to ours

and the “optimal source distribution” method (Takeuchi and

Nelson, 2002). For the comparable condition, they report

more back-to-front than front-to-back confusions, consistent

with our findings of more quadrant errors for the rear targets.

In summary, our analysis demonstrates that in mis-

matched CTC systems, the sagittal-plane localization per-

formance improves when individualized CTC filters are

considered, especially for targets placed behind the listener.

C. Channel separation

CS was calculated according to Eq. (6) for all available

frequencies between 0.3 and 8 kHz. Similar frequency range

was used by Akeroyd et al. (2007) and Parodi and Rubak

(2011b), and by using this frequency range we are able to

FIG. 7. QE and PE as functions of the

polar target angle. The dashed lines

show the errors which would result

from random responses. The vertical

bars represent 61 standard errors.

TABLE IV. CS in dB averaged over three frequency ranges. The last two rows show the natural CS, ĈS, averaged over both ears. Conditions not tested in the

localization experiments are shown italic.

Frequency range 0.3 to 8 kHz 0.3 to 2 kHz 4 to 16 kHz

CS NH12 NH14 NH15 NH57 NH62 NH64 NH68 NH72

Average 6

standard

deviation

Average 6

standard

deviation

Average 6

standard

deviation

ctcOwn 70.9 67.6 67.9 67.9 68.3 67.0 68.8 68.6 68.4 6 1.2 50.4 6 2.2 58.5 6 2.6

ctcOwnB 16.2 13.5 11.5 15.6 19.2 18.2 11.4 12.3 14.7 6 3.0 16.5 6 3.4 14.2 6 1.2

ctcKemar 17.2 15.6 16.8 15.9 18.1 18.0 12.6 18.9 16.6 6 2.0 16.5 6 1.9 12.6 6 0.6

ctcNH57 13.6 17.4 17.9 — 13.9 16.3 11.9 13.7 14.9 6 2.3 15.2 6 2.8 13.2 6 0.6

ctcNH64 17.2 15.1 16.1 16.2 17.7 — 11.0 17.1 15.8 6 2.3 16.6 6 2.3 13.6 6 1.5

ctcNH68 14.5 11.5 12.0 11.9 12.2 11.0 — 12.9 12.3 6 1.2 12.4 6 2.1 11.9 6 0.7

ctcNH12 — 13.6 13.9 13.6 16.3 17.2 14.5 18.9 15.4 6 2.1 14.1 6 1.2 14.5 6 1.1

ĈS

binOwn 16.4 15.3 15.1 14.4 14.3 14.5 13.8 14.6 14.8 6 0.8 8.1 6 0.3 17.1 6 1.1

binOwnB 15.3 14.6 14.1 15.3 14.6 13.9 13.8 14.8 14.5 6 0.6 8.2 6 0.3 17.4 6 1.4
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provide a direct comparison to those studies. The frequency-

dependent CS was then spectrally averaged over the

frequency range resulting in a single-valued CS for each

condition, listener, and frequency range. Note that, for the

sake of clarity, we skip the word “average” in this section,

despite the fact that the CS is actually a spectral average.

The CS is shown in Table IV for each listener and condition.

The last two rows of Table IV show the corresponding ĈS
calculated according to Eq. (7) for the left and by analogy

for the right ear, and averaged over the ears and the same

frequency range as done for the CS.

For ctcOwn, the CS was large, on average 68.4 dB, and

in the range of those reported previously for matched CTC

systems (Bai and Lee, 2006; Akeroyd et al., 2007). For

ctcOwnB, the CS was substantially lower, on average

14.7 dB, and in the range of ĈS for both measured HRTF

sets (14.9 and 14.5 dB). This indicates that individualized

but mismatched CTC systems and reproduction systems

without any CTC yield similar CS.

For ctcOther, the CS was on average 15.0 dB and in the

range of those reported previously for non-individualized

CTC systems (Akeroyd et al., 2007, average of 17.1 dB). It

was also similar to that for ctcOwnB (14.7 dB), which might

lead to the conclusion that an individualization of the CTC

systems is not necessary at all. Note that such a conclusion

would be inconsistent with our results from the localization

experiments.

One reason for the discrepancy between the CS and the

localization performance might be the frequency range used

for averaging the frequency-dependent CS. The choice of

our frequency range was based on previous studies (Akeroyd

et al., 2007; Parodi and Rubak, 2011b). While this choice

might appear arbitrary, the frequency range between 0.3 and

8 kHz provides indeed some advantages as explained in the

following. The CS is calculated between the two ears and is,

in principle, an interaural metric. Therefore, it might indeed

have a potential to describe the horizontal-plane localization

performance, which also depends on interaural cues. Accord-

ing to the duplex theory (Strutt, 1907; Macpherson and Mid-

dlebrooks, 2002), the horizontal-plane localization depends

on the ITDs in the lower (below 2 kHz) frequencies and on

the ILDs in the higher (above 2 kHz) frequencies. Frequen-

cies above 8 kHz do not seem to further contribute to the

horizontal-plane localization. Thus, the mid-frequency CS,

calculated for the frequency range from 0.3 to 8 kHz, seems

to capture all the ITDs and ILDs, both relevant features for

the horizontal-plane localization.

The CS calculated for other frequency ranges, however,

might better describe other aspects of sound localization.

The low-frequency CS (0.3 to 2 kHz) might better reflect the

sound localization based on the ITDs, which actually are

assumed to be the most salient cues for sound localization in

the horizontal planes (Wightman and Kistler, 1992). The

high-frequency CS (4 to 16 kHz) might better reflect the

sound localization in the sagittal planes where the spectral

cues are assumed to most contribute in the frequency range

from 4 to 16 kHz (Carlile and Pralong, 1994; Perrett and

Noble, 1997; Middlebrooks, 1999). Note that even though

the CS is an interaural metric, it is commonly used to

describe the quality of CTC systems and its relation to the

sagittal-plane localization performance is of interest. Both

low- and high-frequency CSs averaged over the listeners are

shown in the right-most column of Table IV.

As averages over listeners, low- and high-frequency

CSs showed a similar trend to the mid-frequency CS (0.3 to

8 kHz) when compared across the conditions. A further com-

parison of the CS and ĈS revealed that for the low-

frequency range, the average CS was 15.0 dB and thus,

larger than the corresponding ĈS of 8.15 dB. This indicates

that the CTC indeed increased the CS in the frequencies

below 2 kHz. For the high-frequency range, the CS was

13.2 dB and thus smaller than the corresponding ĈS of

17.25 dB. This means that the CTC actually decreased the

CS in the frequencies above 4 kHz for the tested CTC setup.

Thus, without any CTC in the frequency range above 4 kHz,

our mismatched CTC systems would show a larger CS.

This finding may provide an explanation for the results

from Bai and Lee (2007), who band-limited their CTC to

6 kHz and obtained similar horizontal-plane localization per-

formance as for the full-bandwidth CTC. While their choice

for the band limitation was based on computational issues,

the lack of the mismatched CTC at higher frequencies, and

thus, no decrease in the CS at these frequencies might also

have contributed to their findings. Generally, it seems like a

frequency-dependent amount of CTC might be useful in

order to avoid a decrease of the CS in mismatched CTC sys-

tems. Note that such a procedure, however, might yield a

drastic reduction of directional cues in the concerned

frequencies.

D. Channel separation and localization performance

One quality aspect of a CTC system is the localization

performance the system is able to provide. On the other

hand, the CS is usually employed to describe the general

quality of a CTC system. However, not much is known about

the correspondence between the CS and localization per-

formance. On the first sight, the relation between the mid-

frequency CS and the performance seems to be weak. For

example, for ctcOwn, ctcOwnB, and ctcOther, we found QE

of 8.0%, 13.6%, and 16.9%, respectively, which corresponds

to the mid-frequency CS of 68.4, 14.7, and 15.0 dB, respec-

tively. While from ctcOwn to ctcOwnB, the increase in QE

is well represented by the decrease in CS, the further

increase in QE from ctcOwnB to ctcOther is not. Generally,

mid-frequency CS in the range of 50 dB corresponded to a

good localization performance. However, smaller CS (in the

range between 13 to 18 dB) did not provide any statement on

the localization performance. One example is NH72, who

for quite different CSs (12.3 and 17.1 dB) showed nearly the

same QE (23.2% and 23.9%). Another example is NH15,

who for similar CSs (11.5 and 12.0 dB) showed completely

different QEs (5% and 27.1%). Note that the same listener

also showed QE of 6.8% in the condition having CS of

67.9 dB. This demonstrates the rather complex correspon-

dence between the mid-frequency CS and the localization

performance in terms of QEs. Similar pictures can be drawn

for the low- and high-frequency CS.
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In order to estimate the statistical relation between the CS

and the localization performance, the correlation between the

CS and the localization errors was analyzed. The correlation

coefficients calculated for the mid-, low-, and high-frequency

CS are shown in Table V. For all tested conditions, the corre-

lation coefficient between mid-frequency CS and QE, PE, and

LE was �0.35, �0.32, �0.43, respectively (all significant,

p< 0.025). Similar correlations resulted for the low- and

high-frequency CS. Such weak correlations suggest that,

generally, CS is not a good predictor for the localization

performance.

The correlation between the CS and localization perform-

ance might be confounded by the listener-individual perform-

ance in the localization task. In order to compensate for the

listener-individual performance, the correlation coefficients

were calculated between the CS and the performance relative

to those obtained from the binOwn condition. All correlation

coefficients increased (see Table V), with the largest coeffi-

cient being at �0.49. Hence, CS seems to be a poor predictor

for the localization performance even when compensated for

the listener-individual localization performance.

Since there is a large difference between the matched

and mismatched CTC systems in the localization perform-

ance, CS might better correlate with the performance when

compared separately for the matched and mismatched CTC

conditions. For the matched condition (ctcOwn in Table V),

most correlation coefficients were low and not significantly

different from zero (¼ uncorrelated). The only significant

(p¼ 0.018) correlation coefficient (�0.79) was found

between the high-frequency CS and the LE relative to that

obtained for binOwn. This might suggest that in matched

CTC systems, the high-frequency CS is able to predict the

horizontal-plane localization performance relative to the

listener-individual performance. Note however, that despite

the statistical support, this correlation is based on a small

sample size (n¼ 8) and thus such a conclusion is to be

treated with caution.

For the mismatched CTC systems, the largest significant

correlation coefficients were �0.50 (QE and mid-frequency

CS), �0.33 (PE and low-frequency CS), and �0.60 (LE and

mid- frequency CS). These correlations did not improve

when the relative localization performance was considered

and show the extent to which CS might act as a predictor for

the localization performance. Especially for the horizontal-

plane localization performance, the correlation of �0.6

might be useful in further evaluations of CTC systems,

depending on the application criteria. For the sagittal-plane

localization performance, the CS seems to be a poor predic-

tor. This is not surprising, considering that monaural, not

interaural, cues are the most salient cues for the sagittal-

plane localization.

IV. CONCLUSIONS

In this study, sound-localization performance was inves-

tigated in CTC reproduction systems tested under matched,

individualized but mismatched, and non-individualized con-

ditions. The performance was compared to the baseline bin-

aural condition. CS, an objective measure for the quality of a

CTC system, was calculated for the tested conditions and

compared to the localization performance in a correlation

analysis.

In the binaural conditions, the localization performance

in terms of quadrant errors, polar errors, and lateral errors

was within the range of previously reported performance. It

was also the case when tested with HRTFs obtained from a

measurement repeated approximately five years later, even

though training was conducted only with the first HRTF set.

This suggests that the human auditory localization system is

robust to HRTF-measurement variability, at least for the

measurement setup used in this study.

With the matched CTC systems, the performance was

similar to that from the binaural conditions. With the indi-

vidualized but mismatched CTC systems, where CTC filters

were based on the repeated HRTF measurements, the listen-

ers showed a degraded localization performance in terms of

larger lateral, polar, and quadrant errors. This shows that the

propagation paths from the loudspeakers to the ears must

exactly match the filters in a CTC system in order to provide

localization performance at the similar level as the binaural

reproduction.

The direction-dependent analysis of the localization per-

formance showed that in the mismatched CTC systems, the

performance deteriorated especially for targets placed out-

side the loudspeaker span and/or behind the listener. With

the non-individualized CTC systems, the quadrant errors fur-

ther increased for the rear targets, but the performance for

the frontal targets was in the range of that for the individual-

ized but mismatched CTC system.

These findings show evidence that for targets placed

within the loudspeaker span, the mismatch of the CTC sys-

tem is not critical and the amount of CTC can be reduced in

TABLE V. Correlation coefficients for the correlation between the localization errors and the CS. Coefficients significantly (p < 0.05) different from zero are

shown bold. The matched condition was represented by ctcOwn. The mismatched condition was represented by the conditions ctcOwnB and ctcOther.

Frequency range 0.3 to 8 kHz (mid) 0.3 to 2 kHz (low) 4 to 16 kHz (high)

Condition QE PE LE QE PE LE QE PE LE

All tested 20.35 20.32 20.43 20.35 20.33 20.43 20.32 20.31 20.38

All tested, relative to binOwn 20.37 20.36 20.45 20.39 20.38 20.49 20.35 20.35 20.42

Matched 0.00 �0.34 �0.31 0.21 0.03 0.51 0.30 �0.40 0.26

Matched, relative to binOwn �0.25 �0.35 �0.27 �0.57 �0.36 �0.43 �0.25 �0.33 20.79

Mismatched 20.50 �0.28 20.60 20.35 20.33 20.42 20.33 �0.16 �0.27

Mismatched, relative to binOwn 20.48 �0.20 20.55 20.38 �0.24 20.53 �0.33 �0.02 20.25
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order to provide a better timbre reproduction. Much atten-

tion, however, should be given to the CTC systems for tar-

gets placed at other directions, in particular for the rear

targets. As a work around to the currently unachievable

matched CTC system, a second CTC system with loud-

speakers placed behind the listener (Parodi and Rubak,

2011a) appears indeed to be a promising approach. For the

more lateral targets, additional loudspeakers at lateral posi-

tions might help, which when combined with the loud-

speakers in the rear, would form a ring of loudspeakers

around the listener. Such a system would need to consider

all available loudspeakers to choose the most adequate CTC

filter for each source to be reproduced and might thus be

seen as a combination of the wave-field synthesis (for a

recent review, see Ahrens and Spors, 2012) and CTC. To our

knowledge, such a combination of these systems has not

been scientifically investigated yet.

A common quality metric for CTC systems is the CS.

Our results show a substantial difference in CS between the

matched and the mismatched CTC systems. However, CS

was similar in both individualized and non-individualized

mismatched CTC systems, even though the sagittal-plane

localization performance was not. For the mismatched CTC

systems, the CS was in the range of the natural CS provided

by a stereophonic reproduction. The mismatched CTC sys-

tems were able to improve the CS in frequency range below

2 kHz, but they degraded the CS in the frequency range

above 4 kHz, suggesting that mismatched CTC should be

avoided at higher frequency regions. The matching had only

little impact on the low-frequency CS. Hence, future efforts

in the matching should focus on the mid- and high-

frequency regions, at least for the tested loudspeaker span.

We observed a generally weak correlation between the

CS and the sagittal-plane localization performance, even

when compensating for the listener-individual localization

performance in the binaural condition. Although the correla-

tion improved slightly (�0.5) when only mismatched CTC

systems were considered, CS does not seem to be an appropri-

ate predictor for the sagittal-plane localization performance.

A purely monaural metric like the equalization performance

might be of advantage when describing the quality of CTC

systems with respect to the sagittal-plane localization.

For the horizontal-plane, we expected a better correlation.

It was �0.49, in general, and increased to �0.79 when only

matched CTC systems were considered. This correlation was

between the high-frequency CS and the lateral errors relative

to the baseline performance; it was significantly different from

uncorrelated, however, it was based on only eight samples.

For mismatched CTC systems only, the correlation of

�0.6 was found and it was based on a more convincing sam-

ple size (40 samples). Such a correlation indicates that the

mid-frequency CS might be indeed useful in evaluating mis-

matched CTC systems with respect to the horizontal-plane

localization only.
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